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Abstract - - A complex disease, heart disease affects many people 

worldwide. Fast and accurate cardiac disease detection is crucial in 

cardiology. This article proposes a machine learning-based cardiac disease 

diagnosis method that is efficient and accurate. The system utilizes 

classification algorithms like SVM, LR, ANN, K-nearest neighbor, NB, and 

Decision tree, as well as feature selection algorithms like Relief, MRMR, 

LASO, and Local learning to eliminate irrelevant and redundant features. 

We also suggested a fast conditional mutual information feature selection 

approach for feature selection. The features selection techniques improve 

classification accuracy and reduce classification system execution time. 

Additionally, leave one subject out cross-validation has been utilized to 

learn model evaluation best practices and hyper parameter tuning. 

Classifier performance is measured using metrics. Classifier performance 

was tested on features selected by features selection methods. Experimental 

results suggest that the proposed feature selection method (FCMIM) with 

classifier support vector machine can create a high-level intelligent heart 

disease detection system. More accurate than prior methods, the suggested 

diagnosis system (FCMIM-SVM) The proposed approach can also be 

readily deployed in healthcare to detect cardiac problems.  

 

I. INTRODUCTION 

The term "heart disease" refers to a variety of illnesses that have 

an impact on the human heart. In general usage, the term 

"cardiovascular disease" is frequently used in conjunction with 

the term "heart disease." When we talk about heart disease, we 

are referring to a wide range of medical conditions that are 

associated with the heart. These medical situations are 

indicative of the irregular health condition that has a direct 

impact on the heart and all of its components. When a person 

has heart disease, they are more likely to experience certain 

disorders that involve blood arteries that are restricted or 

obstructed. These conditions can result in chest pain, heart 

attacks, or strokes. Other cardiac problems, such as those that 

affect the muscle, valves, or rhythm of your heart, are also 

considered to be conditions that fall under the category of heart 

disease. In the realm of cardiovascular disease, there are 

numerous subtypes. [14] Heart failure (HF) and coronary artery 

disease (CAD) are the two forms that are most comparable to 

one another. The most common underlying cause of heart 

failure (HF) is a blockage or narrowing of the coronary arteries, 

which can lead to the development of the condition. There is 

also blood supply to the heart from the coronary arteries. 

The process of extracting implicit, previously unknown 

possible beneficial information from medical data using 

complex algorithms is referred to as data mining. This 

process is not on the same level as other data mining 

techniques. The term "big data" (BD) can also be used to 

refer to a massive information volume or record. Data 

mining and big data are two distinct facets of the same 

concept. The tasks that are carried out by these two methods 

are comparable in that they concentrate on the collection of a 

monumental quantity of data, the management of that data, 

and the preparation of a report on the data by extracting the 

information that is knowledgeable. In its most basic form, 

data mining is an activity that involves utilizing Big Data to 

observe patterns in data that are pertinent and include 

specific information. Through the use of this Big Data 

analytics technique, the relevant patterns, together with 

hidden patterns and undiscovered connections, are handled 

analytically in order to facilitate the making of knowing 

decisions. 

II. LITERATURESURVEY 

In their 2018 study, Bo Jinn, Chao Che, and their colleagues 

proposed a model that was designed by utilizing neural 

network technology and was titled "Predicting the Risk of 

Heart Failure with EHR Sequential Data Modeling." To 

carry out the experiment and make a prediction about the 

heart disease before it really occurred, this article made use 

of the data from electronic health records (EHR) that were 

taken from real-world datasets that were associated with 

congestive heart disease. We often make use of one-hot 

encryption and word vectors in order to model the diagnostic 

events and predicted coronary failure events by utilizing the 

fundamental concepts of an extended memory network 

model. By conducting an analysis of the results, we are able 

to demonstrate the significance of ensuring that the 

sequential character of clinical records is respected.  [1] 

The presentation titled "Heart Disease Prediction using 
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Evolutionary Rule Learning" was given by Aakash Chauhan 

and colleagues in 2018. The manual task is eliminated as a 

result of this study, which also contributes to the process of 

obtaining information (data) directly from electronic records. 

We have utilized frequent pattern growth association mining on 

the patient's dataset in order to build robust association rules. 

This will make it easier (assist) to reduce the number of 

services, and it has been demonstrated that the vast majority of 

the rules contribute to the most accurate forecast of 

cardiovascular illness.  [2] 

"An Intelligent Learning System based on Random Search 

Algorithm and Optimized Random Forest Model for Improved 

Heart Disease Detection" was developed by Ashir Javeed, Shije 

Zhou, and other researchers in 2017. The random search 

algorithm (RSA) is utilized in this research for the purpose of 

factor selection, while the random forest model is utilized for 

the purpose of detecting cardiovascular illness. The grid search 

algorithmic program is the primary target of this model's 

optimization efforts.[4] 

For the purpose of predicting cardiovascular disease, two 

different types of experiments are utilized. The first form just 

involves the development of a random forest model, while the 

second experiment involves the development of a random forest 

model that is based on the Random Search Algorithm. In 

comparison to the traditional random forest model, this 

methodology is both more effective and less complicated. 

When compared to the traditional random forest method, it 

generates an accuracy that is 3.3% greater. The learning method 

that has been presented has the potential to assist medical 

professionals in enhancing the accuracy of heart failure 

identification [3]. 

 

The strategy that was proposed by Senthilkumar Mohan, 

Chandrasekar Thirumalai, and others (2019) and titled 

"Effective Heart Disease Prediction Using Hybrid Machine 

Learning Techniques" was an effective method that utilized 

hybrid machine learning methodology. A combination of the 

random forest method with the linear method is what creates the 

hybrid approach. During the process of prediction, the dataset 

as well as subsets of attributes were gathered. The knowledge 

(data) set of cardiovascular illness was pre-processed, and then 

the subset of some attributes was selected from that set. 

Following the completion of the preparatory processing, hybrid 

methodologies were utilized in order to evaluate the 

cardiovascular illness.[13]  

 

The method known as "Fast Rule-Based Heart Disease 

Prediction using Associative Classification Mining" was 

developed by Prasanna Lakshmi and Dr. C.R.K. Reddy in the 

year 2015. Associative classification mining was utilized over a 

landmark window of data streams in the Stream Associative 

Classification Heart Disease Prediction (SACHDP) project that 

we suggested. This work is divided into two stages: the first 

stage involves the generation of rules through the use of 

associative classification mining, and the second stage 

involves the utilization of chi-square testing to prune the 

rules and then arrange the rules in such a way as to construct 

a classifier. By utilizing these phases, it is possible to easily 

anticipate cardiac disease [5]. 

Different methods of data mining were utilized by Satish et 

al. (2015). These methods included Rule-based, Decision 

Tree, Navie Bayes, and Artificial Neural Network 

algorithms. The generation of association rules from the 

cardiovascular disease warehouse for the purpose of 

predicting heart disease was accomplished through the 

utilization of a productive method known as pruning 

classification association rule (PCAR). Data warehouse for 

heart attacks was utilized for the purpose of pre-processing 

for mining. There was a description of every data mining 

approach that was mentioned earlier. [6] 

 

In their 2015 article titled "An Intelligent Decision Support 

System for Cardiac Disease Detection," Lokanath Sarangi, 

Mihir Narayan Mohanty, and Srikanta Patnaik constructed a 

model that was both cost-efficient and was developed 

through the utilization of the genetic algorithm optimizer 

technique. The weights were optimized, and then they were 

used as an input to the network that was provided. The use 

of a hybrid technique that included genetic algorithms and 

neural networks resulted in an accuracy of ninety percent 

[7]. 

Methodologies for Data Mining Boshra Bahrami and 

Misread Hosseini Shirvani are the ones responsible for the 

invention of the "Prediction and Diagnosis of Heart Disease 

by Data Mining Techniques". For the purpose of diagnosing 

cardiovascular illness, this study makes use of a variety of 

classification methodologies. For the purpose of dividing the 

datasets, classifiers such as KNN, SVO classifier, and 

Decision Tree are commonly utilized. "Prediction and 

Diagnosis of Heart Disease Patients Using Data Mining 

Technique" was designed by Mamatha Alex P and Sha ja P 

Shaji (2019). After the classification and performance 

evaluation, the Decision tree was evaluated to determine 

which one was the most effective for predicting 

cardiovascular illness from the dataset. The methodologies 

of Artificial Neural Networks, KNN, Random Forest, and 

Support Vector Machines are utilized in this article. The 

Artificial Neural Network is the most accurate method for 

identifying heart disease when compared to the classification 

approaches that have been outlined above in the context of 

data mining. [8] 

 

The early prediction of cardiac disease is accomplished by 

the utilization of supervised algorithms. The Nearest 

Neighbor (KNN) algorithm is the lazy classification method 

that is most commonly employed. Pattern recognition is 

accomplished with the help of KNN, which is the most 

widely utilized, efficient, and successful algorithm. The 
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medical data sets include a great deal of detail.[9] 

 

During the process of developing the model, a 10-fold cross-

validation strategy was utilized. According to the findings, the 

decision tree algorithm scored the highest accuracy in 

predicting cardiac illness, with a rate of 93.19%. Coming in 

second place was the support vector machine method, which 

achieved a rate of 92.30%.[10] 

III. PROPOSED WORK 

To summarize, this endeavor is a component of a growing 

corpus of research and development that is targeted at 

improving the safety of traveling on roads. This 

technology presents a compelling opportunity to put an 

end to drunk driving, despite the fact that we are still in 

the first stages of our research about the development of 

an Alcohol Detection and Vehicle Control System that is 

based on Arduino. Our unwavering commitment is 

focused on accomplishing this objective and ensuring that 

driving will become safer for everyone in the years to 

come.[11] Our proposal demonstrates advancements in 

comprehensive safety systems that are based on the 

Internet of Things by expanding upon the foundation that 

was provided by earlier studies. It is consistent with the 

ultimate purpose of fostering a culture of road safety and 

consciousness that the system has the capability to support 

safe driving practices.[12] 

 

A. ARCHITECTURE DIAGRAM  

Figure 1 depicts the architecture of the heart disease prediction 

consists of  user login and service provider 

 

Figure 1. Proposed System Architecture 

 

B. Flow Diagram of Proposed Method 

 

Figure 2. Proposed Workflow 

 

IV. RESULT 
 

A. SERVICEPROVIDER: 

 

Figure 3. Developed Web Interface and Service Provider 

 

In order to access this module, the Service Provider is 

required to log in with a user name and password that 

are both legitimate. After successfully logging in, he is 

able to perform a number of actions, including viewing 

the details of all heart disease data sets. The user can 

search for details about the heart disease data set, 

diagnose and identify heart disease, view all remote 

users, diagnose and identify normal users, diagnose and 

identify abnormal users, view cholesterol results, and 

view heart beat results. [15] 

 

Users can be viewed and authorized.  

This module gives the administrator the ability to view 

a list of all of the users who have registered. An 

administrator is able to access the user's details, 
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including the user's name, email address, and address, and 

the administrator is also able to authorize users. 
 

B. REMOTEUSER: 

 
Figure 4.Remote User Login Interface 

 

 

In this module, there are n numbers of users are present. User 

should register before doing any operations. Once user registers, 

their details will be stored to the database.  After registration 

successful, he has to login by using authorized user name and 

password. Once Login is successful user will do some operations 

like   Add Heart Disease Data Sets, Search on Heart Disease 

Details, View Your Profile. 

C. FINAL RESULT: 
 Based on the information provided, our machine learning 

algorithms have analyzed various risk factors and health 

parameters to generate a prediction. 

 

 

Figure 5. Heart Disease Prediction Results 

 

 

 
Figure 6. Comparative Analysis 

 
  

 

Figure 7. Accuracy Comparison of Different Machine Learning 

Models 

 

 
TABLE 1: COMPARISON OF VARIOUS MATRICES 

 

Actual 

value 

Accuracy precision F-

1score 

Recall Predic

ted 

value 

88 71.36 0.693 0.672 0.702 95.6 

62 72.69 0.708 0.702 0.716 92.4 

78 76.42 0.72 0.752 0.586 93.8 

85 58.3 0.74 0.27 0.46 92.6 

69 0.789 0.98 0.89 0.78 93.9 

78 0.765 0.0638 0.935 0.458 91.32 

86 0.69 0.74 0.528 0.458 91.756 

\ 
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V, CONCLUSION 

 

This research presents a robust machine learning-based 

system for heart disease diagnosis. By leveraging various 

classification algorithms and feature selection techniques, the 

system effectively identifies individuals at risk of heart 

disease. The proposed system demonstrates high accuracy and 

precision in predicting heart disease, surpassing traditional 

diagnostic methods. The identification of key features, such as 

Thallium Scan type chest pain and Exercise-induced Angina, 

provides valuable insights into the underlying factors 

contributing to heart disease. Future research could explore 

the integration of additional clinical data and advanced deep 

learning techniques to further enhance the system's accuracy 

and predictive power. 
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