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Abstract— In this paper, we develop a finite iteration technique to solve a fuzzy quadratic programming problem with single
quadratic objective function and a number of linear constraints. The quadratic programming problem has a lot of applications in the
field of economics, finance, statistics, and structural engineering. All the methods available to solve fuzzy quadratic programming
problems are very lengthy and require high level of knowledge in the field of mathematics. Therefore, method proposed in this paper,

is an attempt to provide an easy tool to address this kind of problems.
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1.1 INTRODUCTION

Uncertainty is one of the most significant problems that have to be addressed by current management systems. Decision making
under uncertainty has become a key issue in the present alternative way of thinking. There is an evolving interest in the usage of
novel techniques to draw definite conclusions from imprecise data. A grave challenge in decision-making is to find an
appropriate method to measure and quantify the uncertainty involved in the problem under consideration and its effective
applications. Fuzzy solutions are used to find out the possible feasible region of decision variables. Fuzzy logic is basically a
multi-valued logic that allows intermediate values to be defined between conventional evaluations like yes/no, true/false, etc. As
fuzzy reasoning and logic have the capability to express the amount of ambiguity in human thinking and subjectivity in a
comparatively undistorted manner, they find their major applications in areas of quantitative analysis, information retrieval
control, pattern recognition and inference.

Since Zadeh (1) introduced the concept of fuzzy set theory, a number of researchers have exhibited their interest in the
topic of fuzzy mathematical programming (2-5). However, in contrast with the vast literature available on modeling and
solution procedures for a linear program in a fuzzy environment, the studies in quadratic programming under fuzzy environment
and its solution are scarce. In this article, we consider a graduation problem with imprecise observed values data and imprecise
combination of fit and smoothness. The problem is first formulated, solved and analyzed as a fuzzy linear program. Next, a
finite iteration technique is developed to solve a fuzzy quadratic programming problem. We present two problems, one under
symmetric fuzzy environment, and the second under non-symmetric fuzzy environment, such that each problem has a single
quadratic objective function and a number of linear constraints. Each of the two fuzzy problems is converted into a crisp
programming problem that has a linear objective function with linear constraints, and has one quadratic constraint. To solve
such a problem, we suggest a finite step method that uses linear programming and parametric quadratic programming.
Furthermore, we present a numerical example to demonstrate the method developed. Significance of this model can be

hopefully seen in the light of usage of quadratic program in the field of Finance, Economics, Structural Engineering and
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1.2 A CLASSICAL QUADRATIC PROGRAMMING PROBLEM (6-11)

(P-1) Minimize (1.2.1)
Subject to
Ax <b (1.2.2)

x>0 (1.2.3)
where each of p and C is a symmetric matrix, A is an matrix and we also assume that the feasible solution set of the constraints
is bounded. Further, we assume that the quadratic objective function is pseudo convex.

1.3 SYMMETRIC FUZZY QUADRATIC PROGRAMMING

Corresponding to (P-1), we now consider following symmetric fuzzy version (P-2) on the lines of Zimmermann (5).
(P-2)  Find a solution that satisfies:
(1.3.1)
i=1,2,....,k (1.3.2)
i=k+1, ....,m (1.3.3)
(1.3.4)
where the fuzzy inequality > denotes ‘essentially less than or equal to’, and z,, called the aspiration level, is given some pre-
assigned value.
Let, o> 0, and g> 0, (i =1, 2,..., k), be subjectively chosen of admissible violations such that q, is associated with (1.3.1), and
q (i=1, 2,..., k) are associated with the i-th linear constraint (1.3.2). Now, on the lines of Zimmerman (5), we define the
membership function corresponding to (1.3.1) and (1.3.2), as follows.

and

1.4 THE EQUIVALENT CRISP PROBLEM

On the lines of Zimmermann (5), the solution to the problem (P-1) is obtained by solving the following problem (P-3).
Maximize Minimize
(P-3) i20,1,2, ...,k
Subject to (1.3.3), and (1.3.4).

Now following Schmitendorf (12), (P-3), and Zimmermann (5), a solution to (P-3) is obtained by solving the following problem

(P-4).
Maximize
Subject to
i=0,1,2,...... ,k
and (1.3.3), and (1.3.4).
From above, using the expressions for for i=0,1,2,...... k. and using (1.3.3), and (1.3.4), we obtain (P-4) as follows.
(p-4) Maximize

Subject to
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Subject to
+ (1.4.1)
+, i=1,2,...... k. (1.4.2)
(1.4.3)
, i=k+l,...... ,m (1.4.4)

(1.4.5)
In (p-5), objective and the constraints (1.4.2)-(1.4.5) are linear. However, the constraint (1.4.1) is quadratic. Therefore, (p-5) is
of the type of the problem (VP).
1.5 NON-SYMMETRIC FUZZY QUADRATIC PROGRAMMING

We now consider the following non-symmetric fuzzy quadratic programming problem (NFP).

(NFP)

Maximize

Subject to
i=1,2, ...,k
i=k+1,....,m

As suggested by Zimmermann (5), we compute the membership function corresponding to the quadratic objective function with
the help of the following two crisp quadratic programs(CP-1) and (CP-2).
(CP-1) Maximize

Subject to
i=1,2,....,k
i=k+1,...., m
(CP-2) Maximize
Subject to
i=1,2,.....k
i=k+1,....,m

Let the minimum value of f(x) be f; .

Then, on the lines of Zimmermann (5), the membership function corresponding to the quadratic objective of (NFP) is defined as
follows..

Now, the equivalent crisp programming problem corresponding to (NFP) is as follows.
Maximize X,
Subject to
Px+ x"Cx+ (fi-ff) x,u< i

T QX1 < Qi T di, i=12,....... k.

<b, i=k+1,......... m.
X 5Xn+l 2 0

which is similar to (P-5), and therefore, can be solved on the lines of the Two-Phase method suggested for solving (P-5).

1.6 NUMERICAL EXAMPLE
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(FSQP) 2x+ 1 x,+4x°+4x X, +2%x,°51.88
4x,+ 5%, 20
5x+4x%,20
1x+1x30
X, X, 0.
Letq=2.12,q,=2, q.= 1, ¢= 3.
Then, on the lines of (P-5), the crisp equivalent of this problem is
Maximize X;
Subject to
2xit I xt+t4x’+4xx +2x°+2.12x,554
4%, +5%-2%>18
5x+4x-1%x>19
Ix+1x,+3x,<33
x:<1
X1,X2,X3 > 0.

This problem is similar to (VP) with linear objective function, exactly one quadratic constraint and three linear constraint.
Therefore, we solve it in a finite number of steps using the Two-Phase method as outlined above for solving (VP).

In Phase 1, the linear programming problem is as follows.
Maximize X;
Subject to
4x,+5%-2x%x,>18
5x,+4x,-1x,>19
Ix+1x+3x%x<33
Xs< 1
X Xz ,X3 > 0.
Its optimal solution is x, = 2.2222, x,=2.2222,x;=1.
Since 2 x;+ 1 x,+4 x2+4x; X +2x,°+2.12x,=58.17 at

X, =2.2222, x,=2.2222, and x, = 1, therefore the constraint

2x+ 1 x+4x2+4x%, +2 %7 +2.12 x,< 54 is violated. Hence we go Phase 2. In this phase we solve the following quadratic
programming problem parametrically.

Minimize 2x,+1x+t4x2+4x%x, +2x2+2.12 X,
Subject to

4x,+5%x-2%x;>18

5%, t4%-1%x>19

Volume X}!I41 !isugex\/l 11, August-2020 Page No:18



Studia Rosenthaliana (Journal for the Study of Research) ISSN NO: 1781-7838

x:<1
x> 1
X1 X2 ,X3 > 0.

From this problem, by solving a series of quadratic programs parametrically, we obtain the final form of the quadratic
programming as follows.
Minimize 2x,+1x+4x2+4xx, +2x°+2.12 x,

Subject to
4x,+5%x-2%x;>18
5%, +4%-1%>19
Ix,+1x,+3x,<33

X;< 1

x;> 0.860633

X1, X2, X3 2> 0.

The optimal solution to this problem is x,= 0.99, x, = 3.73, x;= 0.860633, and the minimum value of the objective function is =
54.

Thus, the solution that solves the (FSQP) is
x,=0.99, x,=3.73,
and the level of satisfaction of this solution is given by x; = 0.860633.

1.7 CONCLUSION
In the present paper, we consider a symmetric fuzzy quadratic programming problem. Solution to this problem is obtained in a
finite number of steps by solving an optimization problem in which one constraint is quadratic, other constraints and the

objective function are linear. Also, it is shown that the non-symmetric fuzzy quadratic programming problem can also be solved
in a finite number of steps by using a similar technique.
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